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Planet ©
youtu.be/ZqjKDpbtVn0 

http://www.youtube.com/watch?v=ZqjKDpbtVn0
https://youtu.be/ZqjKDpbtVn0
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100M Cars, 95% Parked

AMOUNT OF DATA PER DAY

~10s PB
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World-scale Autonomy?
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Behavior: leverage large scale Demonstrations
Exploring the Limitations of Behavior Cloning for Autonomous Driving, ICCV'19 (oral)
Spatiotemporal Relationship Reasoning for Pedestrian Intent Prediction, RA-L & ICRA'20
It Is Not the Journey but the Destination: Endpoint Conditioned Trajectory Prediction, arXiv:2004.02025
Reinforcement Learning based Control of Imitative Policies for Near-Accident Driving, coming soon
Risk-Sensitive Sequential Action Control with Multi-Modal Human Trajectory Forecasting [...], coming soon
Driving Through Ghosts: Behavioral Cloning with False Positives, coming soon

Supervised Learning: efficiently use available Labels
ROI-10D: Monocular Lifting of 2D Detection to 6D Pose and Metric Shape, CVPR'19
Learning Imbalanced Datasets with Label-Distribution-Aware Margin Loss, NeurIPS'19
Learning to Fuse Things and Stuff, arXiv:1812.01192 
Spatio-Temporal Graph for Video Captioning with Knowledge Distillation, CVPR'20
Real-Time Panoptic Segmentation from Dense Detections, CVPR'20 (oral)
Hierarchical Lovász Embeddings for Proposal-free Panoptic Segmentation, coming soon
Unsupervised Estimation of Segmentation Difficulty, coming soon

Geometry: Self / Semi-Supervised Pseudo-LiDAR and SfM
SuperDepth: Self-Supervised, Super-Resolved Monocular Depth Estimation, ICRA'19
Robust Semi-Supervised Monocular Depth Estimation with Reprojected Distances, CoRL'19
Two Stream Networks for Self-Supervised Ego-Motion Estimation, CoRL'19
Semantically-Guided Representation Learning for Self-Supervised Monocular Depth, ICLR'20
Neural Outlier Rejection for Self-Supervised Keypoint Learning, ICLR'20
Self-Supervised 3D Keypoint Learning for Ego-motion Estimation, arxiv:1912.03426
3D Packing for Self-Supervised Monocular Depth Estimation, CVPR'20 (oral)
Self-Supervised Neural Camera Models, coming soon

Simulation: Domain Adaptation, Differentiable Rendering, RL
SPIGAN: Privileged Adversarial Learning from Simulation, ICLR'19
DeceptionNet: Network-Driven Domain Randomization, ICCV'19
Generating Human Action Videos by Coupling 3D Game Engines and Probabilistic Graphical Models, IJCV'20
Autolabeling 3D Objects with Differentiable Rendering of SDF Shape Priors, CVPR'20 (oral)
Self-Supervised Differentiable Rendering for Monocular 3D Object Detection, coming soon
Behaviorally Diverse Traffic Simulation via Reinforcement Learning, coming soon
Discovering Avoidable Planner Failures [...] in Behaviorally Diverse Simulation, coming soon

Upcoming workshops co-organized by TRI
ICML: AI for Autonomous Driving (AIAD) 

https://sites.google.com/view/aiad2020 
ECCV: Perception for Autonomous Driving (PAD) 

https://sites.google.com/view/pad2020 

Upcoming TRI Dataset Releases 

STIP: Stanford-TRI Intent Prediction 
http://stip.stanford.edu/ 

DDAD: Dense Depth for Autonomous Driving
https://github.com/TRI-ML/DDAD 

https://sites.google.com/view/aiad2020
https://sites.google.com/view/pad2020
http://stip.stanford.edu/
https://github.com/TRI-ML/DDAD
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Behavior Cloning and its Limitations
Exploring the Limitations of Behavior Cloning
for Autonomous Driving, Codevilla et al, ICCV'19 (oral)

Real-time Panoptic Segmentation

Self-Supervised Pseudo-Lidar Networks

Auto-labeling via Differentiable Rendering

Scaling up 
ML for 

Autonomy



12© 2020 Toyota Research Institute. Public. 

Trillions of Miles driven yearly (3.2T in US alone)

Behavior Cloning: simplest Imitation Learning

Modernized: deeper ResNet, ImageNet, Data++



13© 2020 Toyota Research Institute. Public. 



14© 2020 Toyota Research Institute. Public. 

https://docs.google.com/file/d/1GUbpRcb0NCBjnyGqP7wOrYwCDnAz7Os7/preview
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Behavior Cloning and its Limitations

Real-time Panoptic Segmentation
Real-Time Panoptic Segmentation from Dense Detections,
R. Hou*, J. Li*, A. Bhargava, A. Raventos et al, CVPR'20 (oral)

Self-Supervised Pseudo-Lidar Networks

Auto-labeling via Differentiable Rendering

Scaling up 
ML for 

Autonomy
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http://www.youtube.com/watch?v=_N4kGJEg-rM&t=33
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Parameter-free mask
construction through

bounding box self-attention
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Cityscapes (val)

COCO (val)
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Supervision: Weak = 95% Strong
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Behavior Cloning and its Limitations

Real-time Panoptic Segmentation
Real-Time Panoptic Segmentation from Dense Detections,
R. Hou*, J. Li*, A. Bhargava, A. Raventos et al, CVPR'20 (oral)

Self-Supervised Pseudo-Lidar Networks
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Behavior Cloning and its Limitations

Real-time Panoptic Segmentation

Self-Supervised Pseudo-Lidar Networks
3D Packing for Self-Supervised Monocular Depth Estimation
V. Guizilini, R. Ambrus, S. Pillai et al, CVPR'20 (oral)

Auto-labeling via Differentiable Rendering

Scaling up 
ML for 

Autonomy
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Supervised Learning

Raw Data PredictionsModel

Target 
Value/Labels Loss

Easy to acquire

Expensive / Difficult to acquire
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Self-Supervised Learning

Raw Data PredictionsModel

Prior Knowledge

Easy to acquire

Loss
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Self-Supervised Structure-from-Motion (SfM)

DepthMonoDepth 
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Self-Supervised Structure-from-Motion (SfM)
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http://www.youtube.com/watch?v=b62iDkLgGSI&t=99
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PackNet: Pack it, don't pool it
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Experimental Results (KITTI)

Self-sup. better than sup!
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Experimental Results
Better use of network capacity...

And better generalization!
(KITTI → NuScenes)
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Experimental Results

DDAD: Dense Depth for Autonomous Driving
https://github.com/TRI-ML/DDAD 

Frontiers of Monocular 3D Perception @CVPR'20 
https://sites.google.com/view/mono3d-workshop 

https://github.com/TRI-ML/DDAD
https://sites.google.com/view/mono3d-workshop


42© 2020 Toyota Research Institute. Public. 

Behavior Cloning and its Limitations

Real-time Panoptic Segmentation

Self-Supervised Pseudo-Lidar Networks
3D Packing for Self-Supervised Monocular Depth Estimation
V. Guizilini, R. Ambrus, S. Pillai et al, CVPR'20 (oral)

Auto-labeling via Differentiable Rendering

Scaling up 
ML for 

Autonomy
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Behavior Cloning and its Limitations

Real-time Panoptic Segmentation

Self-Supervised Pseudo-Lidar Networks

Auto-labeling via Differentiable Rendering
Autolabeling 3D Objects with Differentiable Rendering of
SDF Shape Priors, S. Zakharov, W. Kehl* et al, CVPR'20 (oral)

Scaling up 
ML for 

Autonomy
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Auto-labeling in 3D

Input: image, point cloud, 2d bounding boxes

Output: 3d boxes with pose + shape

Goal: use auto-labels instead of manual ones

Shape Representation Pose/Shape Estimator Differentiable Renderer
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https://docs.google.com/file/d/1atK5ROVLJwbEtApLlIqjgIj6nKqhiwId/preview
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Coordinate Shape Space (CSS): DeepSDF + NOCS

3D models represented in the shape space

3D latent code represents a unique car shape 

DeepSDF network 
maps [x,y,z,code] to 

an SDF value

Normalized Object 
Coordinate Space 

(NOCS)
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From SDF to Coordinates?

[x,y,z, code] [sdf] [x,y,z]

?

How to render SDF?
● Marching Cubes (differentiable?)
● Raycasting (slow)

DeepSDF
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Zero-Isosurface Projection
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Zero-Isosurface Projection

1. Project the grid points to the 
surface using the SDF values and 
the analytically estimated normals:

2. Mask the points that are far from 
the surface: 

Project

Filter

[x,y,z] [sdf]

Differentiable all the way back to the 
latent vector!
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Auto-labeling Pipeline
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Auto-labeling Pipeline

CSS Network (R18-based):
U, V, W: Normalized Object Coordinates 
(NOCS) for each pixel
M: Object mask
z: Latent shape vector

Pose estimator uses either:
PnP (2D-based)
Kabsch / Procrustes (3D-based)
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Auto-labeling Pipeline
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Training: Domain Adaptation

Parallel Domain (Training data)

KITTI (Testing data)
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Training: Domain Randomization

● 2D:
○ Transforms:

■ Random rotation
■ Random horizontal flip
■ Random resized crop

○ Noise:
■ Color jitter: brightness, 

contrast, saturation, hue

● 3D:
○ Phong Lighting:

■ Random ambient, diffuse 
and specular lights from 
pre-computed normals

NormalsRGB +Random 
transforms

Color jitter
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Curriculum Learning

CSS Network prediction quality of our network over 
consecutive loops for the same patchAutomatic annotation pipeline
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Qualitative Results

http://www.youtube.com/watch?v=eAkEWw88LBc&t=44
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Quantitative Results
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Behavior Cloning and its Limitations

Real-time Panoptic Segmentation

Self-Supervised Pseudo-Lidar Networks

Auto-labeling via Differentiable Rendering
Autolabeling 3D Objects with Differentiable Rendering of
SDF Shape Priors, S. Zakharov, W. Kehl* et al, CVPR'20 (oral)

Scaling up 
ML for 

Autonomy
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World-scale Autonomy?
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Behavior: leverage large scale Demonstrations
Exploring the Limitations of Behavior Cloning for Autonomous Driving, ICCV'19 (oral)
Spatiotemporal Relationship Reasoning for Pedestrian Intent Prediction, RA-L & ICRA'20
It Is Not the Journey but the Destination: Endpoint Conditioned Trajectory Prediction, arXiv:2004.02025
Reinforcement Learning based Control of Imitative Policies for Near-Accident Driving, coming soon
Risk-Sensitive Sequential Action Control with Multi-Modal Human Trajectory Forecasting [...], coming soon
Driving Through Ghosts: Behavioral Cloning with False Positives, coming soon

Supervised Learning: efficiently use available Labels
ROI-10D: Monocular Lifting of 2D Detection to 6D Pose and Metric Shape, CVPR'19
Learning Imbalanced Datasets with Label-Distribution-Aware Margin Loss, NeurIPS'19
Learning to Fuse Things and Stuff, arXiv:1812.01192 
Spatio-Temporal Graph for Video Captioning with Knowledge Distillation, CVPR'20
Real-Time Panoptic Segmentation from Dense Detections, CVPR'20 (oral)
Hierarchical Lovász Embeddings for Proposal-free Panoptic Segmentation, coming soon
Unsupervised Estimation of Segmentation Difficulty, coming soon

Geometry: Self / Semi-Supervised Pseudo-LiDAR and SfM
SuperDepth: Self-Supervised, Super-Resolved Monocular Depth Estimation, ICRA'19
Robust Semi-Supervised Monocular Depth Estimation with Reprojected Distances, CoRL'19
Two Stream Networks for Self-Supervised Ego-Motion Estimation, CoRL'19
Semantically-Guided Representation Learning for Self-Supervised Monocular Depth, ICLR'20
Neural Outlier Rejection for Self-Supervised Keypoint Learning, ICLR'20
Self-Supervised 3D Keypoint Learning for Ego-motion Estimation, arxiv:1912.03426
3D Packing for Self-Supervised Monocular Depth Estimation, CVPR'20 (oral)
Self-Supervised Neural Camera Models, coming soon

Simulation: Domain Adaptation, Differentiable Rendering, RL
SPIGAN: Privileged Adversarial Learning from Simulation, ICLR'19
DeceptionNet: Network-Driven Domain Randomization, ICCV'19
Generating Human Action Videos by Coupling 3D Game Engines and Probabilistic Graphical Models, IJCV'20
Autolabeling 3D Objects with Differentiable Rendering of SDF Shape Priors, CVPR'20 (oral)
Self-Supervised Differentiable Rendering for Monocular 3D Object Detection, coming soon
Behaviorally Diverse Traffic Simulation via Reinforcement Learning, coming soon
Discovering Avoidable Planner Failures [...] in Behaviorally Diverse Simulation, coming soon

Upcoming workshops co-organized by TRI
 

ICML: AI for Autonomous Driving (AIAD) 
https://sites.google.com/view/aiad2020 

ECCV: Perception for Autonomous Driving (PAD) 
https://sites.google.com/view/pad2020 

Upcoming TRI Dataset Releases 
 

STIP: Stanford-TRI Intent Prediction 
http://stip.stanford.edu/ 

DDAD: Dense Depth for Autonomous Driving
https://github.com/TRI-ML/DDAD 

https://sites.google.com/view/aiad2020
https://sites.google.com/view/pad2020
http://stip.stanford.edu/
https://github.com/TRI-ML/DDAD
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Behavior Cloning and its Limitations

More data & params → SotA policy but...

Real-time Panoptic from Bounding Boxes

SotA, 4x faster, weak sup. = 95% strong 

Self-Supervised Pseudo-Lidar Networks

Self sup > sup! Don't pool it: Pack it.

Auto-labeling via Differentiable Rendering

Diff. shape priors + geometry ~ labels

Scaling up 
ML for 

Autonomy


